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Probabilistic finite-state machines such as probabilistic finite-state automata, Markov
chains and probabilistic suffix trees are used today in a wide amount of fields in
pattern recognition, or in fields to which pattern recognition is linked: computational
linguistics, bioinformatics and machine translation. In the present paper we formulate
a criterion for determining when a probabilistic finite-state automaton can be
represented as a composition of a Markov chain and a deterministic finite-state
automaton.

Introduction

Probabilistic finite-state machines such as probabilistic finite-state machines such
as probabilistic finite-state automata, hidden Markov models, Markov chains,
probabilistic suffix trees are used today in a wide amount of fields in pattern
recognition, or in fields to which pattern recognition is linked: computational
linguistics, bioinformatics and machine translation [1-4].

One of the most interesting and perspective research objects is a probabilistic
finite-state automaton (PFA). The characteristics of a finite-state deterministic
automaton (DFA) and a Markov chain (MC) are quite well studied. That’s why it
makes sense to try to reduce the investigation of a PFA to the investigation of the
behavior of these machines.

In the present paper we formulate a criterion for determining when a PFA can be
represented as a composition of a MC and a DFA.

Initial concepts

Let’s introduce a few definitions.

Definition 1

Probabilistic finite-state automaton (PFA) is a 5-tuple

M:(QMszM’P’qOM’FM) (1)
0,, — a finite set of states;

%, — a finite alphabet;

P — a mapping defining the transition probability function
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P:Q, %%, x0Q,, > R"
R"={xeR|x>0}

(V(q.a)eQ xz)[ > P(q.a.q")= 1]

q'eQ
g0, — an initial state;
F,,— a set of admissive states.

Definition 2
Deterministic finite-state automaton (DFA) is a 5-tuple

D:(QD’ED’T’qOD’FD) 2
0O, — a finite set of states;
2 ,— a finite alphabet;

T — a mapping defining the transition function. For convenience we may consider
that T represents a transition graph between states.

T:0p,x%2, >0

q,p — an initial state,

F, — a set of admissive states.

So the main difference between a DFA and a PFA is their transition function.

Definition 3

Markov chain (MC) p is defined by a transition matrix:
Pu Po - Din

p= P221 Py - P?m (3)
P P2 -+ Pum

where p; is a probability of a transition from state g; to state g,
We may notice that defining matrix p means defining a function
p:0,%x0, »>R",p(g;.9,) = p;

O, — afinite set of states.

(Vq'eQ,,)[ 2 fr(q',q")=1}

q"€Q;

Definition 4
Let

(ql,al)z(qz,az),when (VCIeQ)(P(‘haal’CI):P(‘Iz,az’CZ))-
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This relation is an equivalence relation. Hence, it breaks set U = {(q, a)e Qx Z}
i=k
into equivalence classes U = UU ; where
i=1

U, ={(g:a) 20x=I(v{(a"a)(g"a" ) < U )((@0) = (a"a)

Definition 5
In order to consider a composition of automata we need that

(ZM =X, =2)/\(QM =0,=0, =Q)/\(FM =Fp :F)'
PFA (1) can be represented as a composition of DFA (2) and a MC (3) if such
functions T and 7 exist that (V(q’,a,q") eOxXTx Q)(P(q',a,q”) = ﬂ(T(q',a),q”)) :

Main part

Lemma
If PFA M is a composition of MC 7 and DFA D, then for T the following
relationship holds true:

(v{(%a%):(%’az)Csza(%v‘ﬁ)i(quaz)})

(T(ql,a1)=T(q2,a2):> (91,a,) z(‘Iz’az))
O
Assume the contrary:

(3{(q1-@): (42,0 € Ox Z.(gy. ) #(9,,,)})
(7(g-@)=T(g) A (91,4) = (4,,a,))

Let T(q,,a4)=T(q,,a,)=¢".

(q.4) ~(q,,a,) < (3¢" € 0)(P(91.41.9") # P(9,.a,.9")) ()

Pr :P(quaqu/r) Zﬂ(T(ql,al),CI”) :ﬂ_(qr’qn)

P"=P(q,,a,,q") = 7z(T(¢]2,c12 ),q”) =7(q'.q")
We obtain that P'= P". However, according to (*) P'# P".
We have a contradiction.

Let’s consider the following bipartite graph G =<V, E >: 4)
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X=U

Y =

V=XuY

E= (x,y)eXxY}

Theorem (criterion for determining when a PFA can be represented as a
composition of a MC and a DFA)
A PFA (1) may be represented as a composition of a DFA (2) and a MC (3) if and

only if a matching of the graph (4) exists which contains |X | edges.

(]
1. (Necessity)
By hypothesis PFA M is represented as a composition of DFA D and MC 7.

Let W ={(U,.T(¢,a))|U, €U,(g.a) € U,}.

Then W is a desired matching,
since

DW= X,
2) (Vg€ 0)((3U, €U :(U,.q) e W)= (3, e U |(U,.q) e W)).
Let us assume the contrary.

Then  (3g€Q)(IU, €UV, eU|U, U, (U,q)eW,(U,.q)eW).

J

From the definition of W we may conclude that
(El(q',a') eU,3(q".a") e U, )(T(q',a') =gnT(q"a")= q) :
Using Lemma we obtain that (¢',a") = (¢",a") but U, # U ,.

We reach a contradiction.

2. (Sufficiency)
Let W = {(U . qi')}ile‘ be a matching which consists of |X| edges.
U, ={(ana) <03\ (vl (a".0)} 0, ) (40) = (a"sa)

Let (Vie[l| X [1)(V(q,a)eU,)(T(g.a)=4"),
ﬂ(q’,q") _ {”(T(qiﬂai)7q") = P(qﬂai’q")i]p(a(Ui’q') € W:(qf:ai) < Ui)

0 otherwise
Therefore, from the construction follows P(q', a, q") =7 (T (q’, a) ,q ) .
[ |
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Corollary

A PFA (1) may be represented as a composition of a DFA (2) and a MC (3) if and
only if |U|S|Q|.

O

It is obvious that the matching of the graph (4) which consists of |X | edges exists
if and only if |U|<|Q|.

|

It is also interesting to consider a question: how many ways are there to represent a
PFA as a composition of a DFA and a MC?
Theorem

If a PFA (1) may be represented as a composition of a DFA (2) and a MC (3) then
there are 4‘5“ ways to do this.

O

From the construction of the graph (4) one can easily see that there are Aﬂg“

matchings.
|

Now examine an example.
Let us consider a PFA shown in Fig. 1. In this case |U | =4,

0|=5.So |0|> U]
and we may conclude that this PFA can be represented as a composition of a DFA and
aMC.

Vﬁ'b 04 c, 1.0

«——o——

b, 0.6
5 State 0,
e symbol ‘b’ » State 0
. a,1.0
a, 10 State 1,
symbol ‘a’
p . State 2,
P a, 1.0 symbol ‘a’ > State 1
& : State 3,
2 S/ symbol 'a’
i State 4,
Fig. 1 Example of a PFA
Other states > State 3
State 4

Fig. 2 Correspondence between équivalence
classes U and states of a DFA
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Let us find 7 and 7. In order to do this we need to set up a correspondence
between equivalence classes U and states of a DFA. The example of such a
correspondence is shown in Fig. 2.

Table 1. Matrix T

nput symbol
State d a b ¢
0 3 0 3
1 1 3 3
2 1 3 3
3 1 3 3
4 3 3 2
Table 2. Matrix ©
State
State 0 1 2 3 4
0 0 0 0 0 04
1 0 0 0 0 1.0
2 0 0 0 0 1.0
3 0 0.6 0 0 0
4 0 0 0 0 0

Using a few examples let us examine if the found values of functions 7 and
7 satisfy definition 5:

P(qosb’q4):P(T(qO’b)’Q4):P(q09Q4):0’4
P(qo,b,ql)zP(T(qo,b),ql)=P(q3,q1)=0.6
P(%,aa%):P(T(‘haa)s‘h):P(‘h"h):1-0

Summary
The theorem proved in this paper gives a desired criterion for determining when a
PFA can be represented as a composition of a MC and a DFA
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